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Abstract 

 
The Gnutella protocol requires peers to broadcast 

messages to their neighbours when they search files. The 
message passing generates a lot of traffic in the network, 
which degrades the quality of service. We propose using 
social networks to optimize the speed of search and to 
improve the quality of service in a Gnutella based peer-
to-peer environment. Once peers generate their “friends 
lists”, they use these lists to semantically route queries in 
the network. This helps to reduce the search time and to 
decrease the network traffic by minimizing the number of 
messages circulating in the system as compared to 
standard Gnutella. We demonstrate by simulating such an 
environment with the JADE multi-agent system platform 
that by learning other peers’ interests, building and 
exploiting their social networks (friends lists) to route 
queries semantically, peers can get more relevant 
resources faster and with less traffic generated, i.e. that 
the performance of the Gnutella system can be improved. 
 

1. Introduction 
 

Peer to Peer (P2P) systems are typically decentralized, 
distributed and anonymous systems. Current P2P systems 
are used to share resources like storage space, CPU power 
and data files in domains such as music, 
academic/research purposes and computation systems. 
Some examples of P2P systems are Napster, KaZaA, 
SETI@HOME, Gnutella and MojoNation. One common 
protocol for file-sharing P2P applications is Gnutella, 
which broadcasts messages to all the peers in the path of 
the query [4][13]. 

Systems using Gnutella (versions 0.4 and 0.6) have 
performance problems, for example, they generate huge 
network traffic, slow response and congestion. A study 
[19] showed that the traffic in Gnutella systems is mainly 
due to messages for establishing initial connections and 
for queries. Ripeanu [11] reported that the traffic 
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generated in Gnutella consists of approximately 92% 
Query messages, 8% Ping messages and hence the other 
messages constitute less than 1% of the traffic.  

Thus reducing the number of query messages would 
help in reducing traffic. Studies have also found that 
Gnutella systems suffer from bandwidth, congestion and 
latency problems [2][12].  Gnutella does not exploit the 
fact that people with similar interests are likely to store  
files that would be useful for other people sharing those 
interests. People with similar interests form communities 
that allow them to exchange resources more efficiently.  

We propose a query routing approach based on social 
networks and the semantics of queries to alleviate the 
performance problems caused by the flooding algorithm 
in Gnutella systems. This approach introduces the 
concept of learning from experience and keeping a 
friends list (a list of peers that have shown to be useful) in 
different semantic areas (we call these “categories”) so 
that queries can be routed semantically to these peers. 
Using friends lists potentially helps in reducing search 
time and decreasing traffic by minimizing the number of 
messages circulating in the system as compared to 
standard Gnutella. We want to show that by learning the 
other peers’s interests, building and exploiting their social 
networks (friends lists), peers can get more relevant 
resources faster and with less generated traffic, i.e. the 
performance of the Gnutella system can be improved.  

While we believe that this approach can be applied 
successfully in large network, the experiments described 
in the paper are for small P2P communities. The main 
reason for this is the complexity of the simulation. 
However, a secondary reason is that we are primarily 
interested in smaller size networks (50-100 users within 
an organization). An example of such system is Comtella 
[17][18] where the users share academic papers or 
learning materials in the context of a department or a 
class. The categories used in Comtella can be based on a 
subject index of the discipline. For our approach to work, 
it is necessary, that the peers share at least partially these 
categories.  
$20.00 (C) 2005 IEEE 1
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The paper is organized as follows. Section 2 gives an 
overview of the areas of peer-to-peer networks, social 
networks and the application of social networks in peer-
to-peer networks. The conceptual design of our model is 
explained in section 3 and the design of the experimental 
model is described in chapter 4. Section 5 shows the 
results of the experiment. Section 6 concludes the paper. 
 
2. Previous Work 
 

P2P systems are usually defined as distributed systems 
where peers or entities share computer resources and 
services by direct interaction among themselves [8]. The 
resources that the peers share in the P2P systems can be 
files, CPU power, and disk space. Efficient searching of 
files is an important problem in P2P filesharing systems.  
 
2.1 Improving Search in P2P Systems 
 

Lv et al. [5], introduce two approaches to improve 
search in Gnutella. The first approach is an “expanding 
ring” where the TTL (time to live) value is increased 
gradually to find the resource. There is duplication of 
messages to the same peers and peers do not learn from 
past experience to bypass previously forwarded peers. 
This approach still floods the network with messages. 
The second approach, “random walk”, sends a query to 
only one peer at a time at each hop and sequentially 
searches through the system to get the results. Few 
messages are generated but the search time increases, as 
the search is sequential rather than parallel.  

 Another approach, called “Directed Breadth First 
Search” (DBFS) [24] selectively forwards queries to 
peers that have returned “good results” for previous 
queries. This approach still generates a lot of messages. If 
the number of results is taken to be an indication of “good 
results” instead of the quality of the results, then a peer 
that returns irrelevant but many results would be 
considered a good candidate.   

  In the “Buddy Web” [22] approach routing is done 
based on similarity of interest. The drawback of this 
system is the calculation of similarity. Keywords may not 
be indicative of the content of the document and 
keywords found by highlighting important words in the 
document may not necessarily reflect the interest of the 
peer as words have different meanings depending on the 
context. BestPeer [22], mentioned above, is a P2P 
network prototype, implemented in a university setting. 
The peers that return the maximum number of results are 
kept in a list. The approach takes into consideration 
implicitly the similarity of interests among peers, but it is 
not defined explicitly what the interests are and how they 
are modelled. 
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Sripanidkulchai [14] proposed a solution where when 
replies are returned, the querying peer chooses randomly 
a peer among all the peers that replied and adds it to a 
“shortcut list”. The drawback here is that the shortcut list 
contains peers who have returned responses regardless of 
the relevance the reply and the semantic of queries.  

A peer in [3] maintains a profile of all other peers who 
answered its requests in a local repository by keeping a 
pair list of (query, peer). If peers change their search 
interests often then older queries or peers will be lost.  

In another approach [15], documents are accompanied 
by keywords, which semantically represent the contents 
of the documents, and these keywords are classified 
according to semantic categories. Clusters of peers are 
formed based on semantic categories. The drawback is 
that if each peer was to keep a lot of information and as 
the number of categories increases and the number of 
peers in a cluster increases or decreases, each peer has a 
huge overhead for storing and updating the information. 

Another approach based on the idea of finding “good 
peers” in a P2P system is proposed in [10]. Peers that 
have sent a “good” response to a peer’s request are 
entered in a special list by the peer, following the 
assumption that these peers may also have good resources 
for subsequent queries in this area. This works if the user 
is consistently searching for a single semantic category 
several times in one session. However, users search 
typically for more than one semantic category at a time. 
Therefore, this approach will keep generating a lot of 
traffic in the network as the user switches her semantic 
category. 

 

2.2 Social Networks 
 
All the approaches reviewed in the previous section 

are based on learning peers who have been useful in the 
past and seem to have interest in a given area.  This is 
similar to the concept of social networks which became 
increasingly popular since the famous Stanley Milgram 
experiment [7][9]. Social Networks are groups of people, 
be it in a social setting or an organization connected by 
relationships [23]. People develop relationships (ties) 
with other people in different contexts and they use these 
relationships to find information or services 
appropriately, depending on the context and the specific 
need. The relationships (ties) differ also with respect to 
their strength (measured with the frequency of 
interactions between the involved people). Some people 
develop a wide social network with relatively weaker ties, 
while others develop a compact network of strong 
friendships. Studies in organizational science have found 
that people involved in many weak ties are more valuable 
to a community because they have more contacts with 
$20.00 (C) 2005 IEEE 2
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people outside of their community and can serve as 
conduits of information and services. These people can 
provide better referrals, i.e. they can forward requests to 
other people capable of responding correctly [20]. Social 
networks with varying tie strength are better than random 
networks, as random networks have been found to lack 
the ability of finding a target or specific person quickly 
[21].  

The mechanism of a person building his/her social 
network as a set of relationships with other individuals, 
each built as a result of experience in interaction with this 
individual, can be mimicked in a P2P network and used 
to reduce the search time and the number of queries and 
resulting traffic in the network.    
 
3. Semantic-Social Routing Approach 
 

In this study we propose a model in which peers keep 
a list of other peers (“friends”) who they see as being 
similar to them according to some criterion (e.g. semantic 
area of interest). Each peer can have many different 
criteria and a list of peers associated with each criterion.  
The system has a number of peers, and each peer shares 
some files, representative of the peer’s interests. Peers 
share these files with all other peers in the network. The 
files are classified into categories according to the same 
criteria as above, i.e. reflecting some semantic areas of 
interest. Peers can show interest in different categories. A 
category is defined as an area characterized by a set of 
topics or keywords [16]. For example, topics like 
distributed databases and peer-to-peer systems 
characterize the area of distributed systems, which is a 
category in our model.  

Peers can learn about another peer’s interests since 
they keep track of all the peers who responded to a query 
in a given category. The response obtained from a given 
peer is taken as an indication of that peer’s interest 
because the peer is keeping and sharing documents 
pertaining to the category being queried. A peer can also 
learn about the interests of other peers by analyzing who 
initiated a query in a category. Thus each peer can 
classify according to their interests the peers from whom 
it received responses and the queries can be forwarded to 
peers in the same interest groups. A peer maintains 
separate lists of “friends” for all of its interest categories 
and adds peers to the lists based on evidence about their 
interests. When a peer queries and gets responses, it keeps 
track of all those peers who returned the responses; they 
are assumed to be interested in that category. For 
example, if peers, A, B and C responded to peer G’s query 
in category X, then G adds A, B and C to its “friends” list 
related to category X. Reversely, all the responding peers 
A, B, C will know that G is interested in category X, since 
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it generated a query in this category, so they will add G to 
their lists of friends in category X.  

This mechanism of keeping lists of friends for 
different categories is similar to how people form their 
social networks. People maintain social contacts with 
individuals in different interest groups [6]. The reason 
behind the need to maintain these contacts is that these 
people are good candidates for recommendation or advice 
in the interest area, if one ever needs them. A person in a 
“friends” group about a given subject has more 
knowledge about that subject than a randomly chosen 
person. He/she also knows other people with similar 
interests, so if they can’t answer, they will be able to give 
a good referral. If any of the ‘friend-peers” does not 
generate the response, it will use its own “friends” list for 
the category of the query to propagate it further and 
finding an answer to the query will have a higher 
likelihood. 

Thus the benefit of this “semantic-social” routing 
approach is that queries will travel less and success is 
more likely to be achieved with a smaller number of hops. 
If the query is sent to random peers who have no interest 
in that category the query will most likely not succeed, 
since most likely they don’t have the file. If they don’t 
have the file, they will have to forward the query further 
to other random peers. Of course, it can happen that one 
of the peers on the way has the file. The chance is higher 
the higher the number of queries spreading. Therefore, 
flooding is essential in Gnutella. However, most of the 
huge number of generated queries gets aborted due to 
exhausting their time to live and replies are delayed as a 
result of the traffic generated by the flooding algorithm.  

If a peer has the file, it will generate a response and it 
won’t forward the query further, so there will be no more 
traffic generated further from this peer in the network. 
Since the likelihood of a peer on a semantic routing chain 
to have the queried file is higher, responses will come 
with a higher likelihood, faster and will generate less 
traffic.  

Another advantage of the social semantic routing 
approach is that it allows for subjectivity. Maintaining a 
central yellow page directory of peers and their interests 
is of course, possible and would add significant 
efficiency. However, this would be a Napster like 
centralized architecture with a central point of failure. In 
addition, it would require an agreed upon list of 
categories. In a social network approach each peer builds 
its network according to its own criteria - both for how it 
defines the category of interest and how it decide whether 
to add or remove peers from its “friends list”. The lists of 
friends reflect similarity of tastes in a category between 
the peers. For example, a number of peers may be 
interested in a particular general category, but a peer may 
be interested in a few specific topics in that category; 
/$20.00 (C) 2005 IEEE 3
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therefore, its friends lists will contain peers with interest 
in these topics only, while another peer may be interested 
in another set of topics and will have a different list of 
friends. Just like humans have their own criteria for 
quality and choose things accordingly, each peer also has 
certain threshold by which it judges the quality of 
documents or the interestingness of resources. These are 
subjective criteria and are hard to measure and sum up 
objectively. Imposing an “objective” measure of 
similarity can be meaningless.  In a centralized approach 
each peer sends the number of documents it shares in 
each category to the central server when the peer joins the 
system. The server keeps a list of all the peers it 
communicated with along with the number of documents 
it shares. In this centralized approach, the usefulness of a 
peer would have to be an objective measure, for example, 
the number of documents shared by a peer in a category. 
Peers can also report their satisfaction with regards to any 
peer to the central server, which computes a “reputation” 
value for each peer, which can be looked up by other 
peers. The disadvantage of the centralized approach is 
that such “average” objective measure cannot capture the 
specific needs of all peers. A peer that is highly 
specialized won’t score very high on an objective 
measure since only a few peers would use it. However, it 
may be invaluable for a specific peer who shares exactly 
these special interests. Also, in a centralized approach, the 
list containing peers is complete. In our model, where in 
each peer maintains its own list, the list is not complete as 
only those peers who responded in a category are kept.  

 
3.1 Strength of Relationships 
 

A peer attaches a strength value to each relationship 
with a peer from its friends-list for the category. The 
strength of the relationship with a peer from a friends list 
related to one category is independent of the strength of 
the relationship with the same peer if it happens to be in a 
list for a different category. That means that if x is the 
strength that peer P assigns to its relationship with peer E 
for category X and y is the strength of relationship for 
peer E in another category Y, y is independent of x. For 
example peer P may have downloaded documents from E 
in two different categories X and Y: many times in X and 
only a couple of times in Y. Therefore x will be higher 
than y. The strength of relationship is updated after 
interactions with the other peer. The evidence taken into 
consideration when updating the strength of relationship 
includes the success rate the peer had with queries sent to 
the other peer, the reliability of the other peer while 
downloading documents, (e.g., does it stay active or 
disconnects when document is being downloaded), the 
quality and the usefulness of the resource.  
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The “friends list” is updated by the following 
mechanism. After the interaction or file transfer takes 
place, based on the corresponding interaction value 
(success or failure), the peer calculates the strength of the 
relationship for that peer. The formula to calculate the 
strength of the relationship is given in Fig. 1. 

 

C
A

C
AXC

AX Q
RS =  

 

Fig 1. Formula to calculate the strength of a 
relationship 

 

where, SAX
C is the relationship strength between peers A 

and X, RAX
C is number of interactions (i.e., peer is 

satisfied with response) by peer X to queries in category 
C issued by peer A and  QA

C is total number of queries 
issued in that category by peer A. The strength of the 
relationship is maintained between 0 to +1, where 1 
denotes a strong relationship.  
 

3.2 Semantic Routing 
 

When a query is initiated or is received by a peer, the 
query is classified into a category and the request is sent 
to the peers from the “friends” list associated with that  
particular category. This is beneficial since the query is 
now circulating among peers who have shown interest in 
that category and there is a greater probability of the 
document being found faster.  

 A peer can send a query to all peers in its “friends-list” 
for the category of the query. Depending on the length of 
the friends list a lot of traffic can be generated since it is 
in fact broadcasting on a smaller scale. Therefore, it is a 
better solution to forward queries only to a small number 
of “best friends”, based on the “strength of relationship”. 
If the value of the relationship strength is high it indicates 
that the peer has been particularly helpful, reliable and 
shows a greater success rate in getting responses. 
Therefore, peers are ordered in the “friends lists” based 
on the relationship strength and new requests are sent 
only to a few peers from the top.  
 

3.3 Discovering New Friends 
 

A P2P system is highly dynamic: peers come and go 
and change their interests. Consequently there is always a 
need by peers to discover new friends in the system. In 
our model, new friends are discovered by sending queries 
/$20.00 (C) 2005 IEEE 4
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to a few peers that do not belong to the “friends lists” of 
the interest group of the querying category. That means 
that the neighbourhood of a peer, i.e., the peer to which a 
new query is sent is formed by m unknown peers and n-m 
friends, where n can have different values. The standard 
Gnutella neighbourhood has size n = 7.  An unknown 
peer once chosen will send the query to its friends (if it 
has any) in the querying category. The peers chosen by 
this independent peer for forwarding the query further 
may be new or not related to the querying peer and still 
find responses. Thus, a peer chosen outside the friends 
list group lets the query go to new or unrelated peers who 
may have either entered the system recently or acquired 
document(s) of the interested category recently. This 
enables discovering new friends with the tradeoff that 
more messages will be generated. The worst case will be 
that all the peers are chosen from outside the interest 
group of the querying category since the peer doesn’t 
have friends yet and they have completely different 
interests and have no “friends” lists in the category of the 
query. This will result in a standard Gnutella routing 
based on the neighbours that are currently on line. The 
result is no new friends are discovered but messages will 
be generated until the query expires. The above scenario 
indicates that it is necessary to strike a balance between 
choosing friends versus unknown peers for forwarding a 
query, i.e., choosing a good value for m. This is necessary 
to derive benefits from past experience and still be able to 
explore. 
 
4. Experimental Design 
 

The main objective is to show that by learning the 
other peers’s interests, building friends lists and 
exploiting their social networks to route queries 
semantically, peers can get more relevant resources faster 
and with less traffic generated. 

Our experimental model has some modifications as 
compared to the standard Gnutella in order to simplify the 
protocol for the simulation. The first modification is that 
peers who have the requested files send directly responses 
back to the peer who originated the query and not through 
the queried path. This reduces the overall time for a reply 
to come back to the peer originating the query as 
compared to Gnutella, and it leads to non-anonymity in 
the system, as the owner of the file and the downloading 
peer become known. The second modification is that the 
file is sent back by the responding peer to the peer who 
originated the query in response to the query, i.e. there is 
no “query hit” response sent back, followed by a 
transaction for downloading the file initiated by the peer 
who originated the query; the whole interaction happens 
at once These two modifications are only for the purpose 
of the simulation and they do not impact the validity of 
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the results if they would be applied to a real Gnutella 
system.  

We use the described simplified protocol as a basis for 
the simulation and compare results of two versions of the 
system: a version with “friends list” with the version of 
without “friends list”.  

A further simplification is necessary in order to be able 
to obtain computationally feasible simulation. In the 
baseline model, we can assume without loss of generality 
that there is only one category of interest in the system, 
and that there are some peers that are interested in the 
category and the rest of peers in the system are not 
interested in that category. This assumption can be 
justified as follows. Recall that every peer keeps its 
“friends lists” for different categories separate. The 
relationship strength with a given other peer in one list is 
not influenced by the strength of the relationships with 
the same peer in any other lists it features in. Since the 
peers in the friends lists are used to send queries only for 
the particular category for which the peer has generated 
the query and there is no interaction between queries, the 
speed of learning of new friend peers in a given category 
will not influence the speed of learning of friends in a 
different category. In fact, the system can be virtually 
broken down into several independent subsystems for the 
different categories in the system, and each subsystem 
can be simulated independently. It is enough to simulate 
the system with only one category. For the purpose of the 
simulation RAX

C , in the formula presented in Fig 1, is the 
number of responses  by peer X to queries in category C 
issued by peer A instead of the number of satisfactory 
interactions. This simplification was necessary due to the 
complexity of the simulation resulting of the introduction 
of another random variable to represent the peer’s 
satisfactions.  

In the beginning there are no relationships among the 
peers in the system, since there have been no interactions 
between them yet. Interactions happen as queries are 
generated and responses arrive. The peer originating the 
query keeps track of which peers respond to each of its 
queries. It then calculates the strength of the relationship 
with that peer according to the formula in Fig 1. 
Generally users in the Gnutella system decide if they 
want to keep or delete a file that they have downloaded. 
To keep the simulation simple and to avoid such decision 
making we assume in the simulation that the file queried 
is not downloaded and shared by the querying peer. It can 
query again for the same file. Thus the file distribution in 
the simulation remains constant throughout the simulation 
run.  

The simulation has been implemented in Java on 
JADE, a multi-agent platform [1]. Simulation and testing 
was done on a Linux server. Hundred (100) peers were 
created. Two hundred (200) unique files from the 
20.00 (C) 2005 IEEE 5
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category of interest are created in the system. Peers 
generate queries that are random natural numbers, F = 
1,2,3… representing files. Queries are generated by the 
system by randomly choosing peers from the list of all 
peers in a fixed interval of time. The file number to be 
queried is randomly generated.  

The simulation system1 contains a varying number of 
peers with and without files and a single category of 
interest. The set-up of the system is such that the file 
distribution varies among the peers sharing files, i.e., 
there are approximately 57% peers that share ten files, 
29% peers sharing twenty files and 14% peers sharing 
forty files. This file distribution remains consistent, 
though the actual number of peers sharing files in the 
system changes. The relationship strengths for all peers 
are calculated after a set time and sorted so that the list is 
updated. Thus a peer can use the most recent update of 
relationship strength to pick peers to forward queries. 

We experimented with different proportions of peers 
sharing files in the category: 8%, 10%, 15%, 30%, 50%, 
70%, 90% and 100% of the total number of peers 
simulated in the system. In each of these cases, the 
remaining peers are considered to be not interested in the 
category and thus they do not share files of that category. 
They just facilitate the circulating of messages in the 
system. Since the percentages of peers in the category in 
each simulation differ, to obtain comparable results, each 
peer on average is assumed to query files twenty (20) 
times. Thus the time taken for the simulation varies 
according to the percentage of peers in the category as the 
total number of queries differs in each simulation. 

The numbers of neighbour-peers to which a peer sends 
its requests is set to five (5). There are two sets of 
experiments differing in the number of neighbours chosen 
from the friends list. In the first experiment a peer has a 
neighbourhood of four peers from its friends list (the top 
four with strongest relationship) and one peer is chosen 
randomly from the rest of the peers in the system. In the 
other experiment three peers are chosen from the friends 
list, and two peers are chosen randomly from the rest of 
the peers in the system. The TTL (time to live) of the 
requests is 4.  

For the purpose of comparison, another system with 
100 peers, all interested in the same category, was 
implemented. This is a good case for the standard 
Gnutella system as all peers in the system are interested 
in the same category and all peers share at least a few 
files from that category. Thus the connected neighbours 
may have the file for which the peer is querying, thus 
obtaining faster response and fewer message are 
generated. If the distribution were chosen such that about 

                                                                 
1 The simulation source code is available upon request. 
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10% peers are interested in the category then 90% peers 
would just be forwarding requests and the few peers that 
share files could be dispersed in the system. This will 
lead to increased number of messages and hops. The file 
distribution among peers remains consistent with that of 
the above experiment. Here each peer at set-up picks five 
other different peers randomly and makes them its 
neighbours. The neighbourhood is fixed throughout the 
length of the simulation, as in the standard Gnutella.  
      During the simulation we collect data so that we can 
find the average time taken for each query to receive a hit 
(measured in number of hops), and the number of 
messages circulating in the system. The average number 
of hops for each query is calculated first and then the 
average number of hops for all queries. Similarly, the 
number of messages for each query is noted and summed 
up and then the average number of messages for all 
queries is calculated. Each set of simulation runs were 
repeated three times and the average of these runs were 
used to obtain graphs. Our hypothesis is that the “friends 
list” reduces the time for searches and reduces the number 
of messages circulating in the system. 

 

5. Results and Discussion 
 

The graphs in Fig. 2 and Fig. 3 are drawn from the 
data gathered from this experiment. In Fig. 2, the straight 
line indicates the average number of hops when no 
friends list is maintained, the lighter line with squares 
indicates the average number of hops when four peers 
from the friends list are in the neighbourhood and darker 
line with diamonds indicates the average number of hops 
when three peers from the friends list are in the 
neighbourhood. From the graph above we see that when 
four neighbours are chosen from the “friends” list, the 
average number of hops increases from 1.84 (when 8% of 
the peers in the system are interested in the category) to 
2.68 (when 90% of peers are interested in the category). 
20.00 (C) 2005 IEEE 6
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Fig 2. Average hops vs. percentage of peers in 

category 
 

The average number of hops seems to level off at 2.68 
hops. When three neighbours are chosen from the 
“friends” list, there is a slight increase in the number of 
messages and the average number of hops increases from 
1.81 (when 8% of the peers are in the category) to 2.80 
(when 90% of the peers are in the category). The number 
of hops seems to be leveled off at 2.84 hops.  
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Fig 3. Average messages vs. percentage of 

peers in category 
 

In Fig. 3, the straight line indicates the average number 
of messages when no friends list is maintained, the lighter 
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line with squares indicates the average number of 
messages when four neighbours are from the friends list 
and the darker line with diamonds indicates the average 
number of messages when three peers neighbours are 
from the friends list When four neighbours are from the 
friends list the average number of messages decreases 
from 194.85 (when 8% of the peers are interested in the 
category) to 173.54 (when 100% of the peers are 
interested in the category), with a slight increase in 
between to 211.54 (when 15% of the peers are interested). 
Similarly when three neighbours are from the friends list 
the average number of messages decreases from 221.06 at 
8% in category to 211.82 for 100% in category, with a 
slight increase in between to 255.73 for 15% in category. 

Fig. 4 and 5 show the benefits in percentage gained by 
our model as compared to standard Gnutella. Fig. 4 
shows that when four peers are chosen from the friends 
list, illustrated by the lighter line with square, we get a 
benefit in the average number of hops ranging from 
40.07% to 12.70% as the percentage of peers in the 
category increases from 10% to 100%. Similar benefit is 
noted when three peers are chosen from the friends list, 
illustrated by the darker line with diamonds. Here the 
benefit ranges from 41.04% to 7.49% as the percentage of 
peers in the category increases from 10% to 100%.  
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Fig 4. Benefits with respect to hops 
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Benefit in messages
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Fig 5: Benefits with respect to number of 

messages circulating in the system 

 
In Fig. 5 we see that the benefit in decrease of average 

number of messages is between 25.43% and 33.59% 
when four neighbours are chosen from the friends list 
(lighter line) and the benefit when three neighbours are 
from the friends list (darker line) the benefit varies from 
15.40% to 18.94% as the percentage of peers interested in 
the category increases from 8% to 100%.  

The percentage of peers interested in a category does 
influence the system. The greatest benefit of our model 
with respect to speed in obtaining response is when the 
percentage of the peers interested in a category is small, 
i.e., about 8-10% and when the peers choose four 
neighbours from their friends lists.  

Generally, our model is always beneficial over the 
standard Gnutella in terms of speed and number of 
messages circulating in the system regardless of the what 
percentage of peers are interested in the category and how 
many neighbours are chosen from the friends list.  

 

6. Conclusions and Future Work 
 
The objective of the project is to investigate the use of 

social networks to optimize search and quality of service 
in the Peer-to-Peer environment. We simulate a Peer-to-
Peer type of environment with JADE multi-agent system 
platform. In our model each peer builds a “friends list”, 
for each category of interest and uses it for searching files 
in the network. From the results obtained we see that 
creation of “friends list” helps in reducing search time for 
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queries and reduces the number of messages circulating 
in the system.  

Future work will include an investigation of how the 
system behaves when peers are programmed to learn 
from other peers’ queries. At present, each peer discovers 
on its own information about other peers by sending 
queries and building “friends list” for that category. 
However, a peer can also learn by observing the traffic in 
the system, i.e., by keeping track of queries passing 
through it and the peers that initiated these queries, and 
adding those peers to its “friends list” in that category. 
Current and future work is focused on simulating a 
dynamic system where peers can join and leave the 
system and allowing peers to change their interests, i.e., 
switching from the interest group to the non-interest 
group. The distribution of files in the system would be 
changed from normal distribution to Zipf distribution to 
correspond to real-world data. A different formula 
(reinforcement learning, as described in [17] will be used 
in the dynamic system scenario to update the strength of 
the relationships.  
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